
INTERNATIONAL JOURNAL OF MICROSIMULATION (2014) 7(1) 4-25 

INTERNATIONAL MICROSIMULATION ASSOCIATION 

 

 

A Review of Spatial Microsimulation Methods 

 

Robert Tanton 

National Centre for Social and Economic Modelling (NATSEM) 
Institute for Governance and Policy Analysis, University of Canberra 
ACT 2601 
AUSTRALIA  
Robert.Tanton@canberra.edu.au 

 

ABSTRACT: This paper outlines a framework for spatial microsimulation models, gives some 

reasons why someone may want to use a spatial microsimulation model, describes the 

development of spatial microsimulation over the last 30 years, summarises the different methods 

currently used for spatial microsimulation, and outlines how the models can be validated. 

In reviewing the reasons and methods for spatial microsimulation, we conclude that spatial 

microsimulation provides an alternative to other small area estimation methods, providing 

flexibility by allowing cross-tabulations to be built, and an ability to link to other models, and 

derive projections. Spatial microsimulation models also allow demographic changes, like births 

and deaths, to be included in a dynamic microsimulation model. This also allows ‘what if’ 

scenarios to be modelled, for example, what would happen if the birth rate increased over time. 

Validation of the spatial microsimulation models shows that they are now at the stage where they 

can provide reliable results. 
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1. INTRODUCTION 

Deriving indicators for small areas has become an important part of statistical research over the 

last few years. Policy makers want to know indicators for electorates (Department of 

Parliamentary Services, 2009), researchers recognise the importance of spatial disadvantage 

(Tanton et al., 2010; Procter et al., 2008), and the public want to hear how their community is 

going in terms of indicators like income, poverty rates, or inequality. This has led to an increase 

in the number of articles on spatial disadvantage, as evidenced by the references in this article. 

There have been a number of methods in the statistical sciences used to derive spatial indicators, 

and these methods are commonly called small area estimation. They have been reviewed by 

Pfeffermann (2002). Recently, there has been another set of methods for small area estimation 

coming from the microsimulation area, and a recent paper and book have reviewed these spatial 

microsimulation methods (Hermes & Poulsen, 2012; Tanton and Edwards, 2013). 

There are a number of advantages of a spatial microsimulation approach over a traditional small 

area estimation approach. The main advantage is that using spatial microsimulation, a synthetic 

microdata file for each small area is derived. This means that while traditional small area 

estimation methods produce a point estimate, spatial microsimulation can produce cross 

tabulations– so a user can look at poverty by age group and family type (Tanton, 2011). These 

small area estimates could be used by Government for planning purposes (Harding et al., 2009; 

Harding et al., 2011) and by researchers for looking at spatial disadvantage (Miranti et al., 2010; 

Tanton et al., 2010). 

Having a synthetic microdata file for each small area also means that populations can be updated 

dynamically using fertility and mortality rates (Ballas et al., 2007a), so a dynamic spatial 

microsimulation model can be used to analyse effects of demographic changes in small areas. 

Another advantage of spatial microsimulation is that the model can potentially be linked to 

another model to derive small area estimates from the other model. An example is deriving small 

area estimates from a Tax/Transfer microsimulation model (Tanton et al., 2009; Vu & Tanton, 

2010) and deriving small area estimates from a CGE model, as described in another paper in this 

issue (Vidyattama et al., 2014).  

Given the amount of work in this field recently, it is useful to summarise the different methods, 

and attempt to put them into a methodological framework. This paper does this, but also 

identifies some of the advantages and disadvantages of each method, and compares and contrasts 
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the different methods. This is useful for someone looking at designing a spatial microsimulation 

model, as it provides a summary of all the methods and their advantages and disadvantages in 

one place. The methodological framework also helps a new user understand how each of the 

methods fits with the other methods.  

The first section in this paper develops a framework for classifying spatial microsimulation 

methods. The next two sections outline the methods under static and dynamic headings. The 

next section discusses what to consider in choosing a model; and the final section concludes. 

2. A FRAMEWORK FOR SPATIAL MICROSIMULATION METHODS 

Before looking at methods for spatial microsimulation models, it may be useful to try to 

categorise the different methods into groups. This provides the reader with an easy way to 

classify each method. 

As a first step, like normal microsimulation models, spatial microsimulation models can be either 

static or dynamic. Dynamic microsimulation models take a base dataset, age this dataset over 

time, and model certain life events including marriage, deaths and births. They usually use 

probabilities to model these life events. 

Static microsimulation models do not model life events, so the proportion of people married (and 

in fact, the people married on the base dataset) does not change. A static microsimulation model 

recalculates certain attributes, like incomes or eligibility for legal-aid services, using the unit 

record data on the base dataset. Static microsimulation models are usually used for rules based 

systems, where it is easy to use a rule to calculate pension eligibility or the amount of tax a 

household should pay based on a set of rules. 

Both these types of models are also relevant for spatial microsimulation models, and this paper 

will use these two types of models to review the literature. Within each of these two types of 

models, there are then different methods to calculate the small area estimates. Under a static 

model, there is a reweighting method and a synthetic reconstruction method. 

These different methods are shown in Figure 1, which is based on the description in Ballas et al. 

(2005a). It can be seen that there are two broad methods for static spatial microsimulation: 

reweighting and synthetic reconstruction. The reweighting method uses a number of different 

techniques to adjust survey weights from a national survey so that the sample represents small 

areas rather than national totals. The synthetic reconstruction method creates a new dataset for 
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each small area, so microdata from a national survey is not necessary. 

Figure 1 - Methods of spatial microsimulation 

 

3. STATIC SPATIAL MICROSIMULATION METHODS 

This section describes the different static spatial microsimulation models identified in the above 

framework. 

3.1. Synthetic Reconstruction 

The synthetic reconstruction method creates a synthetic list of individuals and households where 

the characteristics of the individuals, when aggregated, will match known aggregates from 

another data source in the area being estimated. The starting point may be to create a population 

that matches a known Age/Sex distribution; and then this population might be adjusted to reflect 

a known labour force distribution; and then occupation or industry could be added. These 

characteristics are matched sequentially, rather than all at once. 

There are a few different methods used for synthetic reconstruction, but the main method used is 

Iterative Proportional Fit (Birkin & Clarke, 1988; 1989). The IPF method builds up a synthetic 

dataset for a small area using Census tables to create an entirely synthetic dataset. 

This method is described in detail by Birkin and Clarke, and was used in the SYNTHESIS model 

(Birkin & Clarke, 1988). To generate a vector of individual characteristics in an area x = 

(xl,x2,...,xm), a joint probability distribution needs to be created, p(x). As information is rarely 

available for the full joint distribution, it needs to be built up one attribute at a time, so the 
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probability of the different attributes is conditionally dependent on existing (known) attributes: 
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These equations are iterated until the probabilities reach a certain acceptable limit. Williamson et 

al. use this same estimation methodology in early work (Clarke et al., 1997; Williamson et al., 

1996). This synthetic reconstruction method should not be confused with the reweighting 

method that also uses IPF described below. The main difference between the two is that the 

reweighting IPF method starts with a record unit dataset, whereas the synthetic IPF method does 

not. 

One of the advantages of the synthetic reconstruction method is that it does not require a 

microdata set, as it creates a synthetic microdata set. Many statistical agencies, including the 

Office of National Statistics (ONS) in the UK and the Australian Bureau of Statistics (ABS) in 

Australia, provide microdata files of their surveys (called Confidentialised Unit Record Files, or 

CURF’s in Australia). However, in some cases a CURF is not available so a synthetic unit record 

dataset is required. One example in Australia is the Indigenous Social Survey, which is a survey 

conducted by the Australian Bureau of Statistics for which a CURF is not released due to 

confidentiality restrictions. A synthetic reconstruction method was therefore used to create a 

synthetic dataset which a generalised regression spatial microsimulation model could then be 

applied to. This is described in Vidyattama et al. (2013). 
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3.2. Reweighting 

There are many different ways to reweight a microdata file, and many different variations and 

modifications to the general techniques. However, generally the techniques can be categorised 

into two broad groups: a method that selects individuals from the microdata file to fill the area 

and a method that adjusts the original weights on the microdata file. Most applications of spatial 

microsimulation will fit into one of these two groups (although see Other Methods below for 

some cases that do not fit into these groups). 

The first group selects individuals from the microdata, until the sample selected for the small area 

looks like the small-area totals from some other source (usually a Census). These individuals can 

be randomly selected, but there is usually some intelligence in the selection algorithm. This is the 

method that Combinatorial Optimisation uses. 

The other set of methods are reweighting methods. These usually use formulae to adjust some 

initial weights to better fit the small area benchmarks. There are two reweighting methods 

described below, IPF (Ballas et al., 2005a) and a generalised regression method (Tanton et al., 

2011; Singh & Mohl, 1996). 

3.2.1. Combinatorial Optimisation 

This method is a mathematical process that finds an optimal object from a finite set of objects. 

Applied to spatial microsimulation, the process is used to choose which records from a survey 

best represent a small area (Williamson, 1996; Williamson, 2007). 

It is an iterative approach which selects a combination of households from the microdata to 

reproduce, as closely as possible, the population in the small area. The process starts with a 

random selection from the microdata, and then looks at the effect of replacing one household. If 

the replacement improves the fit to some small-area benchmarks, then it is chosen; if not, the 

original household is replaced and another household is chosen to replace it. This process is 

repeated, with the aim of gradually improving the fit. 

Because the process is iterative, a decision needs to be made as to when to stop the process. This 

could be time elapsed, number of iterations reached, or accuracy level reached. The approach 

used by most users of this technique is a level of accuracy called the Total Absolute Error, which 

is the difference between the estimated totals and the benchmark totals, squared (so it is the 

absolute error) and summed for all benchmark tables and all areas. 
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An assessment of this technique by Voas and Williamson (Voas & Williamson, 2000) found that 

the results were reasonable for any variables that were part of the set of constraint tables. 

However, estimating cross-tabulations for variables that were not in the list of constraints 

resulted in a poor fit. 

The worst case scenario for this method is that every single combination of households is 

assessed to find the best fit. This maximises the time taken for the procedure to run. Further 

developments of the combinatorial optimisation techniques built some intelligence into the 

searching for records to select from the microdata, rather than randomly selecting records 

(Williamson et al., 1998). 

The first technique for intelligently searching for records tested was a hill-climbing approach. 

This approach selects a combination of records to be replaced, and then selects one record to 

replace a record in the combination. This reduces the number of combinations to be tested. 

While this technique is faster than randomly selecting from the whole microdata file, the 

procedure can still get stuck in sub-optimal solutions. Better solutions may exist, but because of a 

replacement made earlier, the optimal solution will not be found. In testing this method, 

Williamson et al. observed that the hill climbing routine was getting sub-optimal solutions 

(Williamson et al., 1998). 

The next technique tested to make the CO algorithm more efficient was called simulated 

annealing. This allows the algorithm to climb down from sub-optimal solutions by allowing 

changes to the combination being optimised even if they make the solution worse (in terms of 

the Total Absolute Error, TAE, as described above).. 

The choice of whether or not to accept a worse replacement is determined by an equation from 

thermo-dynamics: 
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where δE is the potential increase in energy and T is the absolute temperature.  

In applying this to the combinatorial optimisation technique, T is set to the maximum change in 

performance likely by replacing an old element with a new one, and δE is the increase in the 

TAE. As replacement elements are selected, any that make the fit better are accepted, and any 

that make the fit worse are accepted if p(δE) is greater than or equal to a randomly generated 

number. Note that an important element of this formula is that smaller values of δE (change in 
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TAE as a result of the replacement) lead to a greater likelihood of a change being made. 

The main problem with this method is that T, the initial temperature, has to be set. This 

temperature is also reduced over time, to simulate the cooling process in thermo-dynamics. 

Williamson et al. suggest reducing T by 5% if the number of successful replacements carried out 

is in excess of some set maximum. So there are three parameters to set – initial temperature, 

number of swaps before reducing the temperature, and the extent of reduction made each time. 

Williamson et al. test a number of different parameters in their paper (Williamson et al., 1998). 

Williamson et al. found that this simulated annealing method performs much better than the hill 

climbing algorithms, but also noted that to obtain the best solution, the amount of backtracking 

needs to be as small as possible. This means setting the parameters of the simulated annealing 

algorithm to minimise the back tracking. Williamson et al. stated that an initial temperature of 10 

and a reduction in temperature of 5% after 100 successful swaps provided optimum results. 

This combinatorial optimisation with simulated annealing technique has also been used in a static 

version of the SMILE spatial microsimulation model for Ireland (Hynes et al., 2009; Hynes et al., 

2006) and in a model called Micro-MaPPAS, which is an extension of SimLeeds (Ballas et al., 

2007b). 

Very recently, Farrell et al. have described a probabilistic reweighting algorithm that is similar to 

CO with simulated annealing called quota sampling (Farrell et al., 2013). It selects random 

households from the micro-dataset and considers them for admittance into the area level 

population if they improve the fit to the benchmark tables. Unlike simulated annealing, quota 

sampling only assigns households to an area if they improve the fit, and once a household is 

selected for a small area, they are not replaced. This sampling without replacement improves the 

efficiency of the method.  

Another method for intelligent sampling suggested by Williamson et al. was a genetic algorithm. 

These algorithms were developed to imitate nature evolving towards ‘optimal’ solutions through 

natural selection. This process assesses each combination for ‘fitness’, and the fittest 

chromosomes are chosen to be ‘parents’, generating a new set of ‘child’ solutions. A random 

element is introduced through ‘mutation’, which is a low level chance of mis-translation between 

parents in reproduction. This mutation is important to introduce diversity into the population of 

possible solutions. 

The problem with this method is that there are a number of parameters that need to be 

determined, and testing by Williamson et al. found that the genetic algorithm procedures worked 
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worse that the hill climbing and simulated annealing process (Williamson et al, 1998). Birkin et al. 

has also used a GA algorithm to calculate the base population for their model MOSES (Birkin et 

al, 2006), and found that the method performed poorly in terms of the accuracy of the results. 

3.2.2. IPF Method 

One of the problems with the CO method is that because it is probabilistic, for each run of the 

model, a different result will be given. This is because the records from the microdata are 

randomly selected, and assuming a purely random selection of records from the microdata (so, in 

computing terms, a different seed is used each time for the random-number generator), a 

different set of households will be selected each time the procedure is run. 

Another way to derive a micro data file for each small area is to reweight a current national micro 

data file to small area benchmarks from another source. One way to do this is described in Ballas 

et al. (Ballas et al., 2005a) and Edwards and Clarke (2013). The starting point for the reweighting is 

the weights usually provided in the sample microdata, which take into account the sample 

selection probability, and are adjusted for partial and full non response and any known bias. For 

each constraint variable, the reweighting algorithm adjusts these start weights to the constraint 

table using the formula: 

hhii mswn /*  

Where wi is the original weight for household i, ni is the new weight, sh is data for the small area 

benchmark h from a Census (for example), and mh is the data from the microdata for that same 

cross-tabulation h (eg, Age by Sex). 

This adjustment of the weights is done for each constraint. The process is described in detail with 

a worked example in Anderson (2013). 

One of the perceived problems with this method is that many of the households used to populate 

the small area can come from out of the area. Research by Tanton and Vidyattama shows that in 

most cases this isn’t a problem, but for smaller cities in Australia it can be (Tanton & Vidyattama, 

2010). Ballas overcame this problem by using geographical multipliers, so households from 

within the area had a higher weight than households outside the area. These weight multipliers 

were then used to adjust the final weights (Ballas et al., 2005c). 

This procedure gives non-integer weights, so Ballas then uses another procedure to force these 

weights to be integer so each record on the microdataset represents a whole number of people 
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(Ballas et al., 2005c). 

This method has also been used by Procter et al. (Procter et al., 2008; Edwards and Clarke, 2013) 

for estimating obesity. 

3.2.3. Generalised Regression 

The first proponent of the generalised regression method was Melhuish at the National Centre 

for Social and Economic Modelling (NATSEM) at the University of Canberra, and it was later 

significantly developed by others at NATSEM, including using the model for small-area policy 

analysis; adding significant validation to the model; and adding projections to the model 

(Melhuish et al., 2002; Tanton et al., 2009; Tanton et al., 2011; Harding et al., 2011). 

The method is similar to the IPF method, in that it reweights a national unit record file to small 

area benchmarks, but differs in the way this reweighting is conducted. This method uses the same 

generalised regression reweighting method used to reweight Australian surveys to National and 

State benchmarks. In summary, the generalised regression method starts with the weights 

provided on the microdata. In Australia, these have been adjusted for the sample design 

(clustering, stratification, oversampling), and then usually benchmarked to Australian totals. 

These initial weights are divided by the population of the area to provide a reasonable starting 

weight required for the generalised regression procedure. 

The generalised regression procedure uses a regression model to calculate a new set of weights, 

given the constraints provided for each small area. These weights are limited to being positive 

weights only, which means the procedure may iterate a number of times if positive weights aren’t 

achieved for every record in the first run. The process takes an initial weight from the survey, and 

continually adjusts this weight until reasonable results are achieved, or until a maximum number 

of iterations has been reached. A full description of the method is in Tanton et al. (Tanton et al., 

2011). 

The model has been used to derive estimates of poverty (Tanton et al., 2010; Tanton et al., 2009; 

Tanton, 2011), housing stress (McNamara et al., 2006; Phillips et al., 2006), Wealth (Vidyattama et 

al., 2011), subjective wellbeing (Mohanty et al., 2013) and Indigenous disadvantage (Vidyattama et 

al., 2013). 

One of the advantages of this method is that projections are very easy to create, either by 

inflating the weights; or inflating the benchmarks and reweighting to new benchmarks (Harding et 

al., 2011). This method for projecting has also been used for SimBritain by Ballas (Ballas et al., 
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2007a).  

The other use that has been made of this model is for policy analysis for small areas, achieved by 

linking the model to a Tax/Transfer microsimulation model run by NATSEM called STINMOD 

(Harding et al., 2009; Tanton et al., 2009). 

There are some potential limitations of the SpatialMSM model, and these have all been tested in a 

paper by Tanton and Vidyattama (Tanton & Vidyattama, 2010). This paper tested three different 

aspects of the model: 

1. increasing the number of benchmarks; 

2. using a restricted sample for estimating some areas in Australia; and 

3. using univariate constraint tables rather than multivariate constraints. 

The authors found that the model stood up well to this testing. The authors added a number of 

benchmarks, and found that adding another two benchmarks decreased the level of accuracy 

slightly, and increased slightly the number of small areas failing an accuracy criterion. The 

advantage of the additional benchmarks was that the final dataset was more general – so it could 

now be used for estimating education outcomes or occupation, as these were the two new 

benchmark datasets added. 

Using univariate benchmarks gave more usable areas, but with a reduced level of accuracy for 

these areas. 

Using records from the area being estimated (for example, not using Sydney records to populate 

Canberra SLA’s) did not have a huge effect on many areas, but did affect some smaller capital 

cities in Australia, so more accurate estimates were derived for Adelaide and Perth. 

3.3. Other methods 

While the framework above tries to categorise the methods, there are obviously methods that fall 

outside of these categories. For example, Birkin et al. used an Iterative Proportional Sampling 

method, which appears to be a sampling and then reweighting method for their Population 

Reconstruction Model in MOSES. The procedure uses a random sample from the Sample of 

Anonymised Records; constructs cross tabulations from this synthetic population and compares 

this to the actual populations for the small area; and then adjusts the weights upwards for 

attributes under-represented in the area and downwards for attributes over-represented. This 

process is iterated until acceptable results were achieved (Birkin et al., 2006). 
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A very early implementation of spatial microsimulation used a spatial-interaction model and 

allocated individuals using allocation models solved at an aggregate level (Clarke & Wilson, 1985). 

These allocation models included housing and labour market models, fed from national 

economic forecasts.  

3.4. Comparison of methods 

Synthetic reconstruction and combinatorial optimisation methodologies for the creation of small-

area synthetic microdata have been examined by Huang and Williamson (2001). They found that 

outputs from both methods can produce synthetic microdata that fit constraint tables very well. 

However, the dispersion of the synthetic data has shown that the variability of datasets generated 

by combinatorial optimisation is much less than by synthetic reconstruction, at ED and ward 

levels. The main problem for the synthetic reconstruction method is that a Monte Carlo solution 

is subject to sampling error which is likely to be more significant where the sample sizes are 

small. 

The ordering of the conditional probabilities in the synthetic reconstruction method can also be a 

problem as synthetic reconstruction is a sequential procedure. Another drawback of synthetic 

reconstruction is that it is more complex and time consuming to program. The outputs of 

separate combinatorial optimisation runs are much less variable and much more reliable. 

Moreover, combinatorial optimisation allows much greater flexibility in selecting small area 

constraints. Huang and Williamson conclude that combinatorial optimisation is much better than 

synthetic reconstruction when used to generate a single set of synthetic microdata. 

In this issue, Tanton et al. compare the CO and Generalised Regression methods (Tanton et al., 

2014). The main problem with the SpatialMSM model at the time was the number of areas that a 

solution could not be found for, whereas the CO method was able to nearly always get an 

estimate for an area. The generalised regression algorithm used in SpatialMSM is also much 

slower than the CO algorithm, although much has now been done since then to make the 

generalised regression algorithm more efficient. 

The CO method gave slightly better results compared to the generalised regression algorithm, in 

terms of measures of accuracy. 

4. DYNAMIC SPATIAL MICROSIMULATION 

Dynamic Spatial Microsimulation is one of the most complex forms of spatial microsimulation, 
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and the most data intensive. It requires raw data for each of the small areas as a starting point for 

the modelling. These raw data are then updated using probabilities derived from other sources. 

For the best results, these probabilities also need to be available for each small area, although 

probabilities for larger areas could be applied to the smaller areas if there is not much spatial 

variability in the raw data being updated. For instance, birth rates do not vary much for very 

small areas, so some aggregation could be used. 

There are a number of examples of dynamic spatial microsimulation models, and the examples 

shown here are SVERIGE in Sweden, MOSES and SIMBritain (a pseudo-dynamic model) in 

Britain, SMILE in Ireland and CORSIM in the US. 

The SVERIGE model (Rephann, 2004; Vencatasawmy et al., 1999) uses longitudinal socio-

economic information on every resident in Sweden from 1985 - 1995 with co-ordinates accurate 

to 100 m. This is a very powerful longitudinal dataset of all Swedes, and allows for very complex 

modelling. 

The SVERIGE model has 10 modules, each with a set of rules that determine the occurrence of 

specific events in a person’s life. Events are generated through deterministic models of behaviour 

and a monte carlo simulation. These behaviours are functions of individual, household and 

regional socio-economic characteristics. 

For example, the mortality module uses two sets of mortality equations, one for those under 25; 

and one for those over 25. For those under 25, historical mortality rates by age and sex are used 

to decide whether a person dies. For those aged over 25, a regression model is used to calculate 

the probability that the person will die in that year. This regression model includes age, marital 

status, family earnings, education level, sex and whether working. 

There are ten modules in SVERIGE: 

o Fertility; 

o Education; 

o Employment and Earnings; 

o Cohabitation and Marriage; 

o Divorce/Dehabitation ; 

o Leaving home ; 

o Immigration ; 

o Emigration ; 
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o Internal migration; 

o Mortality. 

Each of these modules is run using either a sample of the full population (to test a scenario); or 

the full population of Sweden (to minimise the risk of error). The sequence in which the modules 

are applied is the same as the list above. 

The next dynamic spatial microsimulation model is MOSES, by Birkin et al. in the UK (Birkin et 

al., 2009). This model starts with a synthetic database of everyone in the UK, so it uses a 

Population Reconstruction Model (Birkin et al., 2006) that provides considerable spatial detail. 

There are a number of demographic processes modelled, including Birth, Death, Marriage, 

Household Formation, Health, Migration and Housing. All these are modelled using transition 

probabilities calculated from the Census, ONS Vital Statistics (for Births and Deaths) and the 

British Household Panel Survey. People are also aged forward for each year modelled. It has been 

used in the UK for demographic and health projections. The main difference between MOSES 

and SVERIGE is that MOSES uses a synthetic dataset of everyone in the UK, whereas 

SVERIGE uses a geocoded dataset of everyone in Sweden. This means that, in theory, 

SVERIGE will provide more accurate modelling. 

Another dynamic microsimulation model is a version of SMILE (Spatial Microsimulation model 

for Ireland), which is a model for Ireland (Ballas et al., 2005b; 2006; Hynes et al., 2006). This 

model uses the Life-Cycle Analysis Model (O'Donoghue et al., 2009), which is a framework for 

dynamic microsimulation models that includes how data are stored in a relational database, the 

processes for ageing, birth, death, and migration. 

Two processes are used in SMILE, a static spatial microsimulation model to create a base 

population for each area and a dynamic ageing process for this base population. The static model 

used for the dynamic version of SMILE uses an IPF method, described elsewhere in this paper. 

The dynamic part of the model uses probabilities to model mortality, fertility and internal 

migration, similar to SVERIGE. 

The CORSIM model has been in development at Cornell University in the US since 1986 

(Caldwell et al., 1998). The CORSIM model incorporates 50 economic, demographic and social 

processes using about 900 stochastic equations and rule-based algorithms and 17 national 

microdata files. The model also projects forward to 2030. The model is modularised with a 

number of modules including a wealth module (Caldwell & Keister, 1996). While the CORSIM 
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model has been used extensively in the past, little has been published from the model recently. 

Pseudo-dynamic spatial microsimulation models are models that use static spatial 

microsimulation and some dynamic component. One example is SimBritain (Ballas et al., 2007a). 

This model is both a static and a dynamic spatial microsimulation model. It uses the British 

Household Panel Survey and the Small Area Statistics (SAS) tables from the British Census to 

derive a synthetic population for each small area. A dynamic spatial microsimulation approach is 

then used to update this synthetic dataset. 

The method used to derive the synthetic base file for the first year is a probabilistic synthetic 

reconstruction method which uses Iterative Proportional Fitting (IPF) to generate a vector of 

individual characteristics on the basis of a joint probability distribution from the SAS tables. 

Once this base dataset for each area is created, the future population is calculated. This is where 

the dynamic element of this model is introduced. Mortality and fertility are based on location-

specific probabilities. Fertility is a function of age, marital status and location. Monte-Carlo 

sampling against the fertility probabilities of each female is used to determine which females give 

birth, and if a birth occurs then a new individual with age 0, sex determined probabilistically, 

single, and social class and location that of the mother is created. 

SimBritain is not as comprehensive a dynamic model as the other models described in this 

section, and could be described as a pseudo-dynamic model. It incorporates a static element and 

then a dynamic element (modelling fertility and mortality). 

It can be seen from this review that these models are data intensive. There is only one model in 

this review (SVERIGE) that uses actual data from the whole population to do the 

microsimulation modelling. All other models create synthetic small-area data for the 

microsimulation modelling. Not only is record-unit data required for each small area being 

estimated, but transition probabilities for each small area are required to update the populations. 

This can mean up to 900 equations (as used in the CORSIM model), and each equation will 

require updating at some time. Without this regular updating, and regular funding to update the 

models, they can get out of date very quickly, and they become unusable over time. 

5. WHICH METHOD TO USE 

This summary of spatial microsimulation methods shows that each of the methods have 

particular advantages and disadvantages. Dynamic models can provide projections and can 
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incorporate demographic change, but are very data intensive and complex due to requiring 

formulae for each area. If demographic projections are required, or some scenarios include 

demographic change, then a dynamic or pseudo-dynamic model will be required. Static models 

are much less data intensive and easier to design and calculate, but projections are based on 

external sources, and are not based on formulae within the model, so in most cases cannot be 

adjusted. 

In terms of outputs, all static models provide the same sort of output file – a micro-data file 

(whether synthetic or weighted) for small areas. Further, Tanton et al., in this volume, show that 

at least two of the methods derive very similar results (Tanton et al., 2014). The decision on which 

method to use then comes down to  

1. Availability of a unit record file. If no unit record file is available, then synthetic 

reconstruction is the only method to use. 

2. Availability and experience in a programming language or a particular method. For 

example, the generalised regression procedure is written in the SAS language. SAS is an 

expensive program to purchase, and may be out of reach for many researchers. Further, 

an application has to be made to the Australian Bureau of Statistics to get access to the 

GREGWT SAS Macro. There are spatial microsimulation procedures built into the R 

library SMS (Kavroudakis, 2013), which is free to download, making it more accessible. 

6. CONCLUSIONS 

This paper has classified the methods used for spatial microsimulation, reviewed the different 

methods used, and assessed the different methods. 

We find that spatial microsimulation has been around as a method for small area estimation since 

the 1980’s, and has developed significantly in this time. It is now at the stage where it provides an 

excellent alternative to other small area estimation methods, providing flexibility by allowing 

cross-tabulations to be built, an ability to link to other models, and projections. 

Dynamic spatial microsimulation models allow demographic changes, like births and deaths, to 

be included into the analysis. This also allows for more complex ‘what if’ scenarios, for example, 

what would happen if the birth rate increased over time. However, these models are data 

intensive, complex and expensive to update. 

Static spatial microsimulation methods are much less data intensive, and many of the methods are 
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readily available. Code exists for some procedures in R (Kavroudakis, 2013) and other code is in 

SAS and FORTRAN. 

In terms of choosing a spatial microsimulation method, this comes down to data availability 

(whether a unit record data file is available), the experience of the staff programming the model, 

and what programming languages are available. 

The development of spatial microsimulation models over the last 30 years has been through a 

fairly small core of people, but as the methods and results get published in peer reviewed 

journals, they are becoming more accepted in different fields. Policy makers in Government and 

the general public are also becoming much more interested in the results from spatial 

microsimulation models as the models can provide new cross-tabulations of data which were not 

available through traditional small area estimation methods. They can also link to other models 

like Tax/Transfer microsimulation models to provide small area estimates of a tax/transfer policy 

change. 
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